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Highlight

b)  PQ3D is a  versatile model can take various prompts 
and solve a broad range of tasks in a flexible way.

3D Vision Language Pre-trainning
Cascade Segmenta-on Network

PQ3D Model Design Results and Insights

a) Task Prompt Encoding
      CLIP text, image encoder for VL prompts
      MLP for encoding location prompt
b) 3D Scene Encoding
      Point cloud: PointNet++ feature for each point
      Voxel: Apply SparseConvUNet to voxel grid.
      Multi-view image: OpenSeg pixel feature
c) Prompt-guided Query Learning
      Parallel cross attention between queries and features.
      Cross attention between queries and prompts.
      Different task heads for unified learning.
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Contribution
a) We introduce PQ3D, a unified model adept at solving a 
broad spectrum of 3D-VL tasks with promptable queries.
b) PQ3D aligns voxels, point clouds, and multi-view images into 
a shared 3D space for joint training.
c) PQ3D not only achieves competitive results but also sets 
new records across various 3D-VL tasks.

a) Diverse prompt and output format for multi-task learning: Diverse prompts including 
text, image, and location are projected to a shared feature space. Instance queries can retrieve 
task-relevant information from prompts and be fed to different task heads for unified training.
b) Leverage multiple representations in one model: Point cloud, voxel grids, and multi-view 
images are aligned to segment level with shared coordinate space.

a) PQ3D demonstrates superior performance on most tasks, 
from low-level segmentation to high-level reasoning.

c)  Unifying multiple representations and tasks benefits 3D 
vision language understanding.

Prompt: [Navigate to the door]

Prompt: [Chair]

Prompt: [Cabinet to 
the left of the TV]

Prompt: [I want to 
watch Super Bowl] 

Prompt: [Describe this object] [Loc]
PQ3D: This is a trash can next to a 
working desk

Prompt: [How many computer 
screens are on the desk?]
PQ3D: There are two screens

Prompt: [            ]

Prompt: [Organize this room]
PQ3D: 
1. Clean the floor by broom.
2. Tidy up the desk.
3. Throw papers to trash can.
4. Empty trash can.

Prompt: [A table near the sofa] Task Name

      Instance Segmentation        Visual Grounding          Question Answering 

      Dense Captioning                 Task Planning                Embodied Navigation

Prompt Type
Text Prompt: [txt] Location Prompt: [loc] Image Prompt: [img]
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Chair Guitar next to bed.
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Find me a place to rest. 

How many couches in 
this room? 
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Unifying multiple representations from RGB-D 
stream, including Voxel, Point, and Multi-view images.

Unified training on 
broad range of tasks
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