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Contribution

a) We introduce PQ3D, a unified model adept at solving a
broad spectrum of 3D-VL tasks with promptable queries.

b) PQ3D aligns voxels, point clouds, and multi-view images into
a shared 3D space for joint training.

¢) PQ3D not only achieves competitive results but also sets
new records across various 3D-VL tasks.

Prompt: [Organize this room] =
PQ3D:

1. Clean the floor by broom.

2. Tidy up the desk.

3. Throw papers to trash can.

4. Empty trash can.

Prompt Type
Text Prompt: [txt] Location Prompt: loc  Image Prompt: [img]
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rompt: [A table near the sofa - Task Name y
Wigﬂa to the door]@ Instance Segmentation @ Visual Grounding Question Answering
” # R pense Captioning = Task Planning \@ Embodied Navigation

Highlight
Unifying multiple representations from RGB-D
stream, including Voxel, Point, and Multi-view images.

Flexible input Unified Multiple
RGB-D stream representation  Architecture tasks
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learning
Dataset Task Prompt Heads Size Unlﬁed tralnlng on
ScanNet200 [52] instance segmentation category — mask,grounding 240K -
ScanRefer [6] visual grounding  sentence grounding 37K broad range Of tasks
Nr3D [2] visual grounding  sentence grounding 119K
Sr3D [2] visual grounding  sentence grounding 66K
Multi3DRefer [66]  visual grounding  sentence grounding 44K . —p T—
ScanQA [3] question answering question grounding,generation 30K Segmentatlon Refel‘
SQA3D [41] question answering question generation 89K
Scan2Cap [9] dense captioning 3D box generation 37K : :
o +x Captioning &4 QA 4

PQ3D Model Design

a) Diverse prompt and output format for multi-task learning: Diverse prompts including
text, image, and location are projected to a shared feature space. Instance queries can retrieve
task-relevant information from prompts and be fed to different task heads for unified training.
b) Leverage multiple representations in one model: Point cloud, voxel grids, and multi-view
images are aligned to segment level with shared coordinate space.

Task Prompt Encoding

3D Scene Encoding
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a)

b)

[ Chair ] [ Guitar next to bed. ] [ Find me a place to rest. ]
&I By How many couches in
@2, 1,06, this room?
(2.5,0.5,1.2)

Task Prompt Encoding

CLIP text, image encoder for VL prompts
MLP for encoding location prompt

3D Scene Encoding

Point cloud: PointNet++ feature for each point Q =FFN(Norm(Q; +

Voxel: Apply SparseConvUNet to voxel grid.

Multi-view image: OpenSeg pixel feature

Prompt-guided Query Learning

Parallel cross attention between queries and features.

Cross attention between queries and prompts.

Different task heads for unified learning.

fi Segment-level features

Prompt-guided Query Learning

Segment predicted as
true in task head

Segment predicted as

Query predicted as Query predicted as
false in task head

true in task head false in task head
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Mask Pmask = U(fs(v +I+ P) : fq(Q)T)
Pgrd = U(fg(Q))

T5 small autoregressive

Grounding

Generation

Fe{V,LP}
Q, = FFN(Norm(Q; + CrossAttn(Q}, t))),
Qi+1 = FFN(Norm(SpatialSelfAttn(Q; ))).
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Results and Insights

a) PQ3D demonstrates superior performance on most tasks,
from low-level segmentation to high-level reasoning.

Instance segmentation
ScanNet200

ScanNet200

Model ‘ AP APs50 AP2s head common tail

46.3

Closed-vocabulary

ScanRefer Mask3D [62]

Scan2Cap 269 36.2 41.4 39.8 21.7 17.9

PQ3D (w/cls)  |27.0 38.9 46.3 358 24.2 20.0
Visual grounding
ScanRefer Nr3D
Method Unique Multiple Avg.|Easy Hard Avg.
Nr3D 471 > SQA3D —;
485 UniT3D [13] 731 311 391
: M3DRef-CLIP [74]| 77.2  36.8 44.7|55.6 43.4 19.4
3D-VisTA [79] 751 39.1 458|721 56.7 64.2
PQ3D (sg.) 76.6 420 47.4[73.3 56.7 64.9
PQ3D 78.2 46.2 51.2|75.0 58.7 66.7
79.7 . ..
Sr3D ScanQA Object navigation
50.1
PQ3D Model Success T SPL 1 Soft-SPL 1
Multi3DRef B sota VC1(VIT-B)[50] 571 031 0.41
: PQ3D 80.0 0.50 0.60
a) Model performance comparison
@ P P PQ3D w/o GPS* 750 045 0.0

b) PQ3D is a versatile model can take various prompts
and solve a broad range of tasks in a flexible way.
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gmentati Visual Grounding

itis a small black backpack. itis
sitting on a small table between
the couch and the leather char

there are brown wooden cabinets.
+ placed on the side of the kitchen.

a brown chair can be found in the
conference room.

I want to watch a movie.
L Y -

W chair

Question Answering and Dense Captioning

1 am facing the door and the

this is a brown chair . it is at the this is a round table . it is in the
bathroom door opening is on my left  tapfe
side. What is under the bed, suitcase

ormat?
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center of the room .
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¢) Unifying multiple representations and tasks benefits 3D
vision language understanding.

VP I Refer QA Caption
v 46.1 / 47.1 43.7 / 44.2 67.8 / 68.1
Vv 492/49.4454 /458 74.6 ) TAT
vv v 5l2 47.1 80.3

Task Data Refer QA Caption
+Refer - 181 221
+QA 001+ - 1.2¢
+Caption 0.6 1 0.7 -




